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ABSTRACT 
A backpropagation neural network was designed for short term unemployment rate 

forecasting. The forecasting was performed on Kaohsiung unemployment rate to 
demonstrate the predictive capability of the network.  Extensive studies were performed 
on the effect of various factors such as learning rate and the number of hidden nodes. The 
monthly unemployment rate from June 1983 to Feb. 1992 was evaluated by neural 
network model and alternative methods, such as space-time series analysis, univariate 
ARMA model and state space model, the utilization of neural model significantly provide 
better forecasting of unemployment rate than any other alternative methods. Generally, 
the prediction precision of the neural network is 40% higher than the prediction made by 
the other models. 

Keywords: Unemployment rate, Space-Time series analysis, Artificial neural network, Backpropagation 
learning algorithm 

I. INTRODUCTION 
It is well known that the measure of labor market performance can 

provide useful information in determining the government development 
policy. Many measurements can be used as a basis for the prediction. 
Unemployment rate is an important indicator of labor market performance 
and can be used to guide predictive techniques. Various statistical models 
have been proposed for the prediction of economical behavior and these 
methodologies has been criticized by Sims (1980). On of Sim's major 
concerns is the often arbitrary exclusion restrictions used to identify the 
models. To decide the exact relationship between considered variables, 
Sim's has suggested the utilization of vector autoregressive methodology 
(VAR) to build the empirical model. He claims that the using of VAR 
procedure can avoid imposing incredible restrictions and the estimation 
procedure is simple and consistent. Zellner (1979) and Zellner and Palm 
(1974) also shown that the structural system can be written in the form of a 
VARMA multivariate time series model. Note that univariate time-series 
models (ARIMA) which use only the past history of a single variable to 
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model the behavior of that same series can be regarded as a special case of 
a VARMA model which uses simply a smaller information set.  Although 
the time series techniques can be used to build models of unemployment 
rates, these models have been reported to lack sufficient precision (Granger, 
1969; Funke, 1992). Moreover, some additional data processing works, 
such as differencing and transformation, might needed right before these 
statistical models were employed to avoid the problems of non-stationarity 
in time and space (Bronars et al. 1987). To overcome these inconvenient 
works, several new approaches, such as model-free forecasting and neural 
network with model free concept, were proposed recently to do the 
forecasting (Wu, 1994; Chiu et al. 1995).  

In this paper the use of neural network theory in predicting the 
unemployment rate was explored to solve the problem caused by the lack 
of precision and the extra works. In additions, several statistical methods, 
such as space-time series analysis, univariate ARIMA model and state 
space model, were used to build the forecasting models. To demonstrate 
the effectiveness of the proposed approach, short-term forecasting is 
performed on Kaohsiung unemployment rate. The backpropagation 
learning technique with various learning rates is extensively studied to 
determine the connection weights between neurons. In addition, the 
number of hidden neurons is also varied to see the effect on the 
convergence rate. Results from this study indicate that the utilization of 
neural model significantly provide better forecasting of unemployment rate 
than other alternative methods. Generally, the prediction precision of the 
neural network is 40% higher than the prediction made by the other 
models. 

II. NEURAL NETWORKS 
A neural network is a massively parallel system comprised of highly 

interconnected, interacting processing elements, or units, that are based on 
neurobiological models (Brainmaker, 1989). Neural networks process 
information through the interactions of a large number of simple 
processing elements or units, also known as neurons. Knowledge is not 
stored within individual processing units, but is represented by the strength 
between units (Bauer, 1988). Each piece of knowledge is a pattern of 
activity spread among many processing elements, and each processing 
element can be involved in the partial representation of many pieces of 
information. 

Neural networks can be classified into two different categories, 
feedforward networks and feedback networks (Rumelhart et al. 1986). The 
feedback networks contain neurons that are connected to themselves, 
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enabling a neuron to influence other neurons and itself. Examples of this 
type of network are Kohonen self-organizing network and the Hopfield 
network. Neurons in feedforward networks (as shown in Figure 1) take 
inputs only from the previous layer and send outputs only to the next layer. 
The ADALINE and backpropagation neural network are two typical 
examples of this kind of network. 

As shown in Figure 1, the neural net consists of a number of nodes or 
neurons connected by links. The nodes in the neural network can be 
divided into three layers: the input layer, the output layer and one or more 
hidden layers. The nodes in the  
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Figure 1.  A backpropagation Neural Network 

input layer receive input signals from an external source and the nodes in 
the input layer receive input signals from an external source and the nodes 
in the output layer provide the target output signals. 

The output of each neuron in the input layer is the same as the input to 
that neuron.  For each neuron j in the hidden layer and neuron k in the 
output layer, the net inputs are given by 

 
net w oj ji i

i

= ∑  *        and
 

(1)

net w ok kj j
j

= ∑  *       
 

(2)

 
where i (j) is a neuron in the previous layer, oi (oj) is the output of 

node i (j) and wji (wkj) is the connection weight from neuron i (j) to 
neuron j (k). The neuron outputs are given by  

o neti i=  (3)
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where netj (netk) is the input signal from the external source to the 

node j (k) in the input layer and θj (θk) is a bias. 
The generalized delta rule is the conventional technique used to derive 

the connection weights of the feedforward network (Rumelhart et al. 1986). 
Initially, a set of random numbers are assigned to the connection weights. 
Then for a presentation of a pattern p with target output vector tp=[tp1, 

tp2,..., tpM]T, the sum of squared error to be minimized is given by 
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where M is the number of output nodes. By minimizing the error Ep 
using the technique of gradient descent, the connection weights can be 
updated by using the following equations(Rumelhart et al.1986 1986) as 

 
∆ ∆w p o w pji pj pi ji( ) ( )= + −ηδ α 1  (7) 

where for output nodes 
 

δpj pj pj pj pjt o o o= − −( ) (1 )  (8) 
and for other nodes 

δ δpj pk kj

k

pj pjw o o= −∑( ) (* 1 )
 (9)

 

Note that the learning rate η affects the network's generalization and 
the learning speed to a great extent. The overall training (learning) process 
for the network using the gradient descent technique is summarized in 
Figure 2. 

 
Initialize the weights between layers, wji and wkj ; 
 
for m=1 to output layer iteration number or error criterion do 
       decrease the adjusting rate for wji and wkj gradually; 
 
 for n=1 to training sample size do 
      calculate the output for each hidden node; 
      calculate the output for each output node; 
      accumulate the difference between actual and target outputs; 
       calculate the modified gradient for wkj; 
      calculate the modified gradient for wji; 
       modify wkj; 
       modify wji; 
   end 
end  
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Figure 2.  Training Process for Networks 

III. UNEMPLOYMENT RATE FORECASTING USING 
BACKPROPAGATION ALGORITHM 
An artificial neural network was used to forecast short-term 

unemployment rate. This method is dynamic in the sense that the monthly 
unemployment rate is predicted sequentially using the previous value of 
the unemployment rate, along with two difference terms, X(t-1)-X(t-2) and 
X(t-1)-X(t-3). The network investigated in this paper is illustrated in Figure 
3. 
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Figure 3.  The Utilized Neural Network Topology 
The network model consists of 3 layers. The input layer has 3 

elements or nodes, one representing the actual unemployment rate at the 
previous time interval and the remains representing the differencing terms.   
The hidden layer consists of a number of nodes used for computational 
purposes. The number of hidden nodes must be determined experimentally 
and this determination is discussed later.  The output layer consists of a 
single node representing the actual monthly unemployment rate at the next 
time interval. The terms in Figure 3 are defined as: 

* X(t-1) = the actual unemployment rate at time t-1 
* D(t-1) = the difference between the actual unemployment rate at 

time t-1 and the actual unemployment rate at time t-2 (ie. 
X(t-1)-X(t-2)) 

* D(t-2) = the difference between the actual unemployment rate at 
time t-1 and the actual unemployment rate at time t-3 (ie. 
X(t-1)-X(t-3)) 

* X(t) = the actual unemployment rate at time t 
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In this research, the differencing terms, D (t-1) and D (t-2) were 
utilized as inputs for the neural network because the unemployment rate 
time series data set has been identified as an autoregressive integrated 
moving average (ARIMA) model by Wu and Chen (1993). In Wu and Chen 
works, twice differencing operations have been used to get rid of the 
process non-stationarity. Thus, the differencing terms were considered as 
an impact factor and used as an input variable in the neural network model. 
An autoregressive integrated moving average model is a combination of 
regression with dependent variables related to past values of themselves at 
varying time lags and the weighted sum of previous deviations of the 
process. A general ARIMA process can be represented by the equation: 
 

φ (B) (1-B) d  X(t)= θ (B) ε (t) (10) 
 

where φ (B) is the autoregressive operator of order p , such that φ (B) =1 - 
φ1Β - φ2Β2 - ... φpΒ p, B is the backward shift operator which can be defined 
by BX(t)= X(t-1), d represents the difference time, X(t) is value of the time 
series at time t, θ(B) is the moving average operator of order q , such that 
θ (B) =1 - θ1Β - θ2Β2 - ... θqΒ q, and ε (t) is a normal, independently 
distributed error term. 

In the development of ARIMA model, Wu and Chen employed twice 
differencing operations to filter out the process non-stationarity and used 
autocorrelation diagram and partial autocorrelation diagram to identify the 
model order and relative coefficients.  In addition to the above univariate 
ARIMA model, a couple of alternative forecasting methods, space time 
series analysis (STARMA) and state space model were also included in Wu 
and Chen's paper. The objective of their research is to investigate the 
forecasting performance for the unemployment rate by means of three 
different statistical approaches. A detailed description of all these builded 
models can be found in (Wu and Chen, 1993). Since there are only two 
input nodes and one output node in the neural network model, the initial 
number of hidden nodes to test was chosen to be 3, 4, 5, and 6 for this 
example. There is not a commonly accepted method for determining the 
number of hidden nodes to use in a backpropagation neural network model. 
Consequently, experimentation and rules of thumb were used to arrive at 
the numbers to use. Too few hidden nodes limit a network generalization 
capabilities, while too many hidden nodes can result in overtraining or 
memorization by the network.   

An initial evaluation of the learning rate was also conducted.  
Learning rates of 0.01, 0.2, 0.4, and 0.6 were used with the networks.  
Large step sizes in the learning process can cause the network to oscillate 
and not accomplish the required minimization of the error term. 
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IV. NUMERICAL EXAMPLES 
To demonstrate the effectiveness of the proposed neural technique, 

short-term unemployment rate forecasting is performed on the Kaohsiung 
unemployment rate. The neural network simulator NETS, developed by 
NASA (Baffes, 1989), was used to develop the unemployment rate 
forecasting networks. NETS was implemented on a PC with Pentium 75 
MHz CPU. It is a C based simulator that provides a system for developing 
various neural network configurations using the generalized delta 
backpropagation learning algorithm.   

The output node in this network corresponds to a one step ahead 
prediction. Each training pattern consists of one previous actual monthly 
unemployment rate, the differencing term, and the actual current 
unemployment rate. That is, the training patterns can be expressed as {X(2), 
D (2), D (1), X(3)}, { X(3), D (3), D (2), X(4) },..., and { X(t-1), D (t-1), 
D (t-2), X(t) } where t=3, 4, ..., N.   

The predictions of the proposed approach and alternative methods are 
presented below as tables and as graphs of predicted vs. actual data.  A 
calculation of RMSE is also included. The normalized outputs of the 
Kaohsiung unemployment rate from June 1983 to Feb. 1992 is shown in 
Figure 4 for values of t from 1 to 105. Of the 105 values shown in the 
figure, the first 96 values were used to train the network and the remaining 
9 values were used for testing. The convergence criteria used for training is 
a mean square error less than or equal to 0.01 or a maximum of 3000 
iterations. 
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Figure 4.  Normalized Kaohsiung Unemployment Rate From June 1983 to Feb. 
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The analysis results of the neural network with different combinations 

of hidden nodes number and decreasing gradients in learning rates are 
comprised in Table 1.  

 
Table 1.  The Analysis Results for the Neural Network Parameters 

 
Number of Hidden Nodes Learning Rate η Training RMSE Testing RMSE 

0.01 0.107740 0.014026 

0.20 0.112956 0.013573 

0.40 0.152855 0.019264 
3 

0.60 0.142933 0.014211 

0.01 0.108201 0.013286 

0.20 0.104999 0.013050 

0.40 0.116101 0.013279 
4 

0.60 0.143005 0.025124 

0.01 0.103859 0.016121 

0.20 0.101363 0.015776 

0.40 0.114950 0.014347 
5 

0.60 0.123409 0.035368 

0.01 0.108150 0.013334 

0.20 0.099940 0.017094 

0.40 0.115776 0.013378 
6 

0.60 0.139372 0.037368 

It is observed that the results for the 3-4-1 network with the learning 
rate of 0.20 provides the best forecasting RMSEs for unemployment rate. 
In other words, the 3-4-1 network is the best forecasting neural network. 
To examine the convergence characteristics of the proposed combined 
approach, the RMSE in the learning process for the 3-4-1 network with the 
learning rate of 0.20 are depicted in Figure 5. The excellent convergence 
characteristic of the proposed approach can be easily observed.   
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Figure 5.  The RMSE in the Learning Process for Kaohsiung Unemployment Rate 
For comparison, the predictive results for the Kaohsiung 

unemployment rate from June 1983 to Feb. 1992 using the proposed 
approach described in this research and the alternative methods proposed 
by Wu and Chen are summarized in Figure 6 and Table 2. In addition, 
several different comparison criteria were utilized to illustrate the 
difference between the statistical models and the proposed network in the 
original scale. The results are summarized in Table 3. It is observed that 
the neural network performed better in almost all cases than all alternative 
models. Generally, the prediction precision of the neural network is 40% 
higher than the prediction made by the other models. 
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Figure 6.  Kaohsiung Unemployment Rate Forecast Results 
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Table 2.  Kaohsiung Unemployment Rate Forecast Results in Normalized Scale 

Observation Actual Predicted by 
Neural 

Network 

Predicted by 
STARMA 

Predicted by 

ARIMA 

Predicted 
by 

Statespace 

1 0.101812 0.151392 0.124840 0.130597 0.142111 

2 0.418443 0.160896 0.184328 0.130597 0.172814 

3 0.460661 0.406405 0.157463 0.119083 0.157463 

4 0.435714 0.352975 0.168977 0.113326 0.153625 

5 0.322495 0.190526 0.163220 0.107569 0.159382 

6 0.157463 0.179559 0.165139 0.101812 0.157463 

7 0.180490 0.048864 0.165139 0.099893 0.157463 

8 0.180490 0.194650 0.165139 0.094136 0.157463 

9 0.159382 0.146255 0.165139 0.088380 0.157463 

RMSE --- 0.112635 0.164773 0.203464 0.170337 

Table 3.  Kaohsiung Unemployment Rate Forecast Results in Actual Scale 
Observation Actual Predicted by 

Neural Network
Predicted by 

STARMA 
Predicted 

by  
ARIMA 

Predicted 
by 

Statespace 

1 1.34 1.60 1.46 1.49 1.55 

2 2.99 1.65 1.77 1.49 1.71 

3 3.21 2.93 1.63 1.43 1.63 

4 3.08 2.65 1.69 1.4 1.61 

5 2.49 1.80 1.66 1.37 1.64 

6 1.63 1.75 1.67 1.34 1.63 

7 1.75 1.06 1.67 1.33 1.63 

8 1.75 1.82 1.67 1.30 1.63 

9 1.64 1.57 1.67 1.27 1.63 

SSE*  3.100653 6.6355 10.1176 7.0912 

ABS(Error)**  3.945332 5.3700 7.7600 5.6400 

Ratio(Error)**  1.692399 1.9087 3.0641 2.0389 
*SSE= Σ (Predictedi - Actuali )

2 
**ABS(Error)= Σ | Predictedi - Actuali | 
***Ratio(Error)= Σ  ( | Predictedi - Actuali |  / Actuali ) 

V. CONCLUSIONS 
The Kaohsiung Monthly unemployment rate from June 1982 to Feb. 

1986 were analyzed using a neural network and some alternative statistical 
techniques (space-time series analysis, univariate ARIMA model and state 
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space model). Analysis of this data set were conducted to determine if the 
utilization a neural network would perform better predictive capability 
than the other statistical methods. Generally, the prediction precision of 
the neural network is 40% higher than the prediction made by the other 
models. The effect of the learning rate and the number of hidden nodes on 
the efficiency of the neural network learning algorithm were extensively 
studied to identify the learning rate and the number of hidden nodes that 
resulted in the best predictions of unemployment rate. The further 
exploration of the complete parameter space builded by the number of 
hidden nodes, the value of learning rates and the initial values of 
connection weights can be done by the traditional response surface 
methodology.  The detail description of this approach can be found in 
Chiu et al. (1995). 

Moreover, the selected size of the training and testing patterns were 
96 and 9. If additional data were available, further improvement in 
prediction accuracy may result. Additional information, such as impacted 
variables,  along with predicted values provided by others techniques, 
such as time series model and recursive forecasting algorithm, could be 
used as additional input information.  These inclusions may further 
increase the forecasting accuracy. 
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摘要 
本文針對高雄市失業率，利用倒傳遞類神經網路模式，進行預測並加以討論。其中，對網

路模式之相關參數，例如：學習率及隱藏層之神經元數目等，皆有進一步之探討。文中所使用

之資料數據為，自民國 72年 6月至民國 81年 2月之高雄市月失業率資料。除類神經網路模式
之應用外，時空數列分析，單變量時間序列模式及狀態空間分析模式等方法，亦被引用來評估

預測之好壞。根據結果顯示，類神經網路模式能提供高於其它方法，約 40%之預測準確度。 

關鍵詞彙：失業率，預測，類神經網路，時間序列模式 
 


